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#### Abstract

The grid-area required by a sorting net for input vectors of length $N$ is shown to be at least $(N-1)^{2} / 2$. Of all sorting nets which use $o\left(N^{2}\right)$ comparators, the bitonic sorting net of Batcher has been known to have a layout of $O\left(N^{2}\right)$, but the hidden constant factor has not been investigated. A straightforward use of known techniques leads to a layout of grid-area $20.25 \mathrm{~N}^{2}$.

We present area-efficient layouts of the bitonic
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sorter. First, we describe a llip-bitonic sorting net - it is isomorphic to Batcher's bitonic sorter but leads naturally to a layout of grid-area less than $4 N^{2}$. Second, we present a butterflybased layout of the bitonic sorter with grid-area of $3 N^{2}+O(N)$. The former does not use knockknees while the latter relies on them and is more compact.

## 1 Introduction

A sorting net has $N$ input terminals and $N$ output terminals. If $N$ (real) numbers are fed into the input terminals, the same numbers appear sorted on the output terminals.

The nets discussed in this paper are constructed of comparison boxes, called comparators, and fixed wires. Each of the comparators has two input terminals and two output terminals. If two numbers are fed to the two inputs, the same numbers emerge on the outputs; in our drawings, the smaller of these emerges upwards and the greater downwards. See Figure 1.

All wires are directed links which connect a net input terminal or a comparator output to a net output terminal or a comparator input. If we view the net as a directed graph, where the comparators and net terminals play the role of the vertices, and the wires play the role of the directed edges, then the resulting directed graph
is assumed to be acyclic.
Sorting nets have been studied since the fifties [1]. They are useful as fast circuits to perform sorting of data, as well as for message routers, by sorting the addresses which the messages are aimed for.

In trying to pack sorting nets into a small area or space, it is natural to investigate how much grid area is necessary for embedding the the corresponding directed graph. In this study the following rules for a graph layout on the grid are used:

- Vertices of the graph are mapped to gridpoints, at most one vertex per grid-point.
- Edges of the graph are to be routed along grid paths by an edge disjoint mapping. Namely, an edge of the grid may not belong to more than one routing path. Note that at most two paths can meet at a grid-point. In particular, the meeting may be straight or knock-knee: in the former, neither path changes direction at the intersection point and in the latter, both the paths change directions simultaneously.
- If a vertex is mapped to a grid-point, then all paths representing edges incident on this vertex must begin or end at that grid-point, and no other path is allowed to pass through that point.
The grid-area of a layout is defined to be $A$ if there is an $a \times b$ rectangle $R$ which encompasses the layout, namely, all grid-points of the layout are either inside $R$ or on its boundary, and $A=$ $(a+1) \cdot(b+1)$ is the least real number for which this holds. It is not required that the sides of $R$ be parallel to the grid lines or that $a$ or $b$ be integers. For more information on the reasons for this definition, see the appendix of [2].

We present the following results in this paper. We present a lower bound of $0.5(N-1)^{2}$ on the grid-area needed for any sorting net (Section 2). Of all sorting nets which use $o\left(N^{2}\right)$ comparators, the bitonic sorting net of Batcher has been known to have a layout of $O\left(N^{2}\right)$, but a straightforward use of known techniques leads to a layout of grid-area $20.25 N^{2}$. Our main results are two improved area-efficient layouts of the bitonic sorter. We describe a flip-bitonic sorting net it is isomorphic to Batcher's bitonic sorter but leads naturally to a layout of grid-area less than $4 N^{2}$ (Section 3). We then present a butterflybased layout of the bitonic sorter with grid-area of $3 N^{2}+O(N)$ (Section 4). The former does not use knock-knees while the latter relies on them and is more compact.

## 2 Lower and Upper bounds on the Area of Sorting Nets

Consider a net with $N$ input terminals and $N$ output terminals, of a structure similar to a sorting net, except that instead of comparators one has switching boxes. The difference is that a switching box has to be set externally, and does not decide on its own whether the numbers on its inputs should stay in the same order on its outputs, or be swapped. Such a nct is called rearrangeable (see, for example [3]) if every permutation on the vector of $N$ input numbers, fed to the input terminals, can be realized by some setting of the switching boxes.

The following theorem and its proof proceed along lines initiated by Thompson [4].

Theorem 2.1 The grid-area of a rearrangeable net for $N$ inputs is greater than $\frac{1}{2}(N-1)^{2}$.

The proof is omitted from this abstract.

Since every sorting net is rearrangeable, the lower bound on the grid-area, as in Theorem 2.1, applies to sorting nets as well.

There is a sorting net of grid-area $(N+1)^{2}$. One such net was presented in [5]. Yet, this net may not be suitable, since it has $\Omega\left(N^{2}\right)$ comparators, and the depth of the net, i.e., the maximum length of a directed path, in terms of comparators, from input to output, is $2 N-3$. The bitonic sorter of Batcher [8] has $O\left(N \log ^{2} N\right)$ comparators. We will discuss its layout area. Asymptotically, nets with fewer comparators are known [6] [7], but they hide an enormous constant, and use expanders, which make their layouts in small grid-area very unlikely to exist.

## 3 A Flip-Bitonic Sorter Without Knock-knees

In this section a new method to lay out the bitonic sorter is described. The recursive construction of this sorter is described from scratch, including the proposed layout. The grid-area is shown to be less than $4 N^{2}$. Lines in the layout are slanted at $45^{\circ}$ with respect to the input and output columns. It is somewhat reminiscent of Wise's layout of the butterfly net. See [9].

Let us start with a few definitions and observations.

The zero-one principle says that if a network sorts all $2^{N}$ binary input vectors, then it sorts any $N$-vector of real numbers. This theorem is attributed by Knuth [1] to W.G. Bouricius. See [1] for a proof. For this reason, only sorting of zeros and ones is discussed.

A word of zeros and ones is called bitonic if it is of the form $0^{a} 1^{b} 0^{c} 1^{d}$, and either $a$ or $d$ is zero. (Clearly, $a+b+c+d=N$.) *

[^0]Let $w \in\{0,1\}^{*}$, i.e., $w$ is a binary word. Denote by $w^{r}$ the reversed word, i.e., the word resulting from a left-right flip of $w$.

Lemma 3.1 If the binary word $w_{1} w_{2}$ is bitonic, so is $w_{1}^{r} w_{2}^{r}$.

The proof is omitted from this abstract.
Assume $\chi_{1}=x_{1} x_{2} \cdots x_{N}$, while $\chi_{2}=$ $x_{N+1} x_{N+2} \cdots x_{2 N}$. If $\chi_{1} \chi_{2}$ is bitonic, $\chi_{1} \chi_{2}^{r}$ is called fip-bitonic.

However, if $\chi_{1} \chi_{2}$ is bitonic, by Lemma 3.1, so is $\chi_{1}^{r} \chi_{2}^{r}$. Thus, $\chi_{1}^{r} \chi_{2}$ is also flip-bitonic.

Our purpose is to construct a sorter of flipbitonic input vectors. Such a net, for $N=2^{n}$ inputs, is denoted by $\mathcal{F} \mathcal{M}_{n}$. Its construction is recursive, and $\mathcal{F} \mathcal{M}_{1}$ consists of a single comparator. The construction of $\mathcal{F} \mathcal{M}_{n+1}$ consists of two copies of $\mathcal{F} \mathcal{M}_{n}$, one above the other, with an additional layer of comparators and wiring in front of it. This is done as follows.

Consider now the array net shown in Figure 2. It consists of a column of input terminals fed with an input vector $x_{1} x_{2} \cdots x_{2 N}$, an array of $N$ comparators and a column of output terminals producing the output vector $y_{1} y_{2} \cdots y_{2 N}$.

Lemma 3.2 If the input vector $x_{1} x_{2} \cdots x_{2 N}$ of the array net is binary and fip-bitonic, then its output vector $y_{1} y_{2} \cdots y_{2 N}$ satisfies one of the following two conditions:

1. The vector $y_{1} y_{2} \cdots y_{N}$ is all zeros and $y_{N+1} y_{N+2} \cdots y_{2 N}$ is bitonic.
2. The vector $y_{N+1} y_{N+2} \cdots y_{2 N}$ is all ones and $y_{1} y_{2} \cdots y_{N}$ is bitonic.
creasing and then nonincreasing, or if there is a circular rotation of its elements which brings it to this form. By using the zero-one principle we can restrict our discussion to the definition given here.

The proof is omitted from this abstract.
Next, we add to the array net flipwiring, which converts each of $y_{1} y_{2} \cdots y_{N}$ and $y_{N+1} y_{N+2} \cdots y_{2 N}$ from bitonic to flip-bitonic. See Figure 3. The purpose of the additional flipwiring is to enable the connection of two half-size sorters of flip-bitonic vectors. This completes the description of $\mathcal{F} \mathcal{M}_{n+1}$ and the proof, by induction on $n$, that it sorts. See Figure 4(b) and (c) for $\mathcal{F} \mathcal{M}_{2}$ and $\mathcal{F} \mathcal{M}_{3}$, respectively.

The construction of the complete Flip-Bitonic Sorter, $\mathcal{F}_{n}$, is done recursively. $\mathcal{F}_{1}$ is just a comparator, drawn with diagonal lines, just as $\mathcal{F} \mathcal{M}_{1}$. To build $\mathcal{F}_{n+1}$, use two copies of $\mathcal{F}_{n}$, an upper and a lower, and attach the $2^{n+1}$ outputs to the inputs of $\mathcal{F} \mathcal{M}_{n+1}$. See Figure 5 .

It is easy to see that the layout of $\mathcal{F}_{n}$ is enclosed by a rectangle of height $\sqrt{2} \cdot(N-1)$ and length $\sqrt{2} \cdot(2 N-(2+\log N))$. Thus, the gridarea is bounded by $4 N^{2}$.

## 4 Bitonic Sorter Using Knockknees

In this section we present a tighter area layout for the bitonic sorter. There are two main differences between this construction and the one presented in Section 3, namely, the construction here has lines aligned with the input/output columns, and it uses knock-knees. We start our description with a few definitions.

A butterfly permutation $\mathcal{B}_{\ell, k}, k \leq \ell$, is a bipartite graph with $L$ input and $L$ output nodes, where $L=2^{\ell}$. Each input node $I_{\ell, k}[i], 0 \leq i \leq$ $L-1$, is connected to two output nodes, $O_{\ell, k}[i]$, and $O_{\ell, k}\left[i^{-k}\right]$, where $\bar{i}^{k}$ denotes the binary number obtained by flipping the $k^{\text {th }}$ most significant bit of the binary number $i$.

The bitonic sorter network relies on bitonic
merger networks. The bitonic merger network $B \mathcal{T}_{n}$ with $N=2^{n}$ inputs is constructed recursively. $\mathcal{B \mathcal { T } _ { 1 }}$ is a single comparator. $\mathcal{B} \mathcal{T}_{n+1}$ with inputs $X[0, \ldots, 2 N-1]$ consists of the following two layers. The first layer comprises $N$ comparators, $C_{0}, \ldots, C_{N-1}$. The inputs of $C_{i}$ are $X[i]$ and $X[N+i]$ for each $i$. The second layer comprises an upper and a lower copy of $\mathcal{B} \mathcal{T}_{n}$. The upper (respectively lower) output of $C_{i}$ is the $i^{\text {th }}$ input to the upper (lower, respectively) copy of $\mathcal{B} \mathcal{T}_{n}$. The $N$-vector of outputs from the upper copy of $\mathcal{B} \mathcal{T}_{n}$ followed by that of the lower copy forms the $2 N$-vector output of $\mathcal{B} T_{n+1}$.

The bitonic sorter $\mathcal{B T S} \mathcal{S}_{n}$ on $N=2^{n}$ inputs is constructed recursively. $\mathcal{B T} \mathcal{S}_{1}$ is a single comparator. $\mathcal{B} \mathcal{T S}_{n+1}$ is constructed by feeding the inputs from an upper and a lower copy of $\mathcal{B T S} \mathcal{S}_{n}$; the $N$ outputs of the upper copy are fed to the $N$ upper inputs of a $\mathcal{B} \mathcal{T}_{n+1}$ in that order, and the $N$ outputs of the lower copy of $\mathcal{B T S}_{n}$ are fed in the reversed order to the lower $N$ inputs of the $\mathcal{B} \mathcal{T}_{n+1}$. The entire network $\mathcal{B T} S_{n}$ sorts $N$ inputs [8]. (For alternative but equivalent versions of the bitonic sorter networks, see [1]).

Our layout for the bitonic merger is based on layouts of the butterfly permutations $\mathcal{B}_{\ell, 1}$, and $\mathcal{B}_{\ell, 2}$. The primary challenge in obtaining such layouts is to avoid column and row conflicts amongst the connections. Consider two distinct connections, one starting from grid row $r$, and another ending at grid row $r$. Clearly, the former must turn away from grid row $r$ at, or to the left of, the column used by the latter to reach grid row $r$. For any row $r$, we refer to these two columns as the in-column and the out-column, respectively.

Initially, we restrict ourselves to two types of connections: (i) straight connections, and (ii) jogs. A jog is a horizontal-vertical-horizontal path from input node ( $k_{1}, 0$ ) to output node
$\left(k_{2}, x\right), k_{2} \neq k_{1}$, with a vertical segment on some column $c, 0<c<x$. We use two types of jogs: a jog that has source $\left(r_{1}, 0\right)$ and destination $\left(r_{2}, x\right)$ is a down-jog if $r_{1}<r_{2}$, and an $u p-j o g$ if $r_{1}>r_{2}$ (see Figure 7).

Lemma 4.1 A butterfly permutation $\mathcal{B}_{\ell, k}$, for $k=1,2$, can be laid out on a grid with $2 L+1$ rows and $L-1$ columns by using only straight connections and jogs. The column assignment of a jog with input row $r$ is given by the following function $f(r): f(r)=L-2 i+1$, for $r=4 i$; $f(r)=L-\left(r / 2 \bar{\ell}^{k}\right)+1$, for $r=4 i+2$.

Proof. We first describe the input-to-output connections of $\mathcal{B}_{\ell, k}$ on the grid. Its $2 L$ input lines are mapped to grid points $(0,0), \ldots,(2 L-1,0)$. Input node $i$ is connected to the two input lines on rows $2 i$ and $2 i+1$. The output lines are mapped to grid points $(1, L+1), \ldots,(2 L, L+1)$. Output node $i$ is connected to the two output lines on rows $2 i+1$ and $2 i+2$.

The connections from the input lines to the output lines are as follows: $(2 i+1,0)$ is connected to $(2 i+1, L+1)$ via a straight connection, and $(2 i, 0)$ is connected to $(\bar{i}+2, L+1)$ (rather than to ( $\bar{i}, L+1$ ) for reasons which will be clear later), via a jog.

It is clear that the given column-assignment function $f$ is one-to-one, hence the assignment is free of column conflicts. Therefore we only need to show that the layout results in conflictfree row assignments as well. To prove this, we simply show that for any row $r, o_{r}=i_{r}+1$, where $o_{r}$ is the out-column, and $i_{r}$ is the in-column of $r$. Consider $r=4 i, 0 \leq i \leq L / 2-1$. The incolumn, $i_{r}$, is $L-2 i+1$. The input row of the jog whose output row is $r=4 i$ is $2\left(\overline{(2 i-1)}^{k}\right.$ ), hence the out column, $o_{r}$, of $r$ is $L-2 i$. Similarly for
$r=4 i+2$, its in-column is $f(r)$ and its outcolumn is $f(r)+1$. See Figure 8 for the layout of a 32 input butterfly permutation $\mathcal{B}_{\ell, 1}$.

In our bitonic sorter layout, we will need to merge $N /(2 L)$ butterfly permutations of the form either $\mathcal{B}_{\ell, 1}$, or $\mathcal{B}_{\ell, 2}$ on the same set of columns. If we simply concatenated these layouts as described in the above lemma, we would need to use $N+N /(2 L)$ rows. This is wasteful. In what follows, we describe a procedure to merge the $N /(2 L)$ butterfly permutations $\mathcal{B}_{\ell, 1}$ by using only $N+1$ rows. We leave the details of how to merge the butterfly permutations $\mathcal{B}_{\ell, 2}$ to the full paper.

Henceforth we focus on the layout of the butterfly permutation $\mathcal{B}_{\ell, 1}$, which, for brevity, we will call the butterfly. The following observation (from the proof of Lemma 4.1) will prove useful.

Observation 4.2 For any row $r$, if the jog that has source $(r, 0)$ has column assignment $c$, then the jog that has the destination $(r, x)$ has the column assignment $c+1$.

We say that $(r, c):(r, c+1)$ is an up-slot if the jog with source $(r, 0)$ is an up-jog with column assignment $c$, and the jog with destination $(r, x)$ is a down-jog with column assignment $c+1$. Similarly, we say that $(r, c):(r, c+1)$ is a down-slot if the jog with source $(r, 0)$ is a down-jog with column assignment $c$, and the jog with destination ( $r, x$ ) is an up-jog with column assignment $c+1$. Sce Figure 8 for up and down slots.

Lemma 4.3 Between columns $c$ and $c+1$, there is precisely one of an up-slot or a down-slot. If there is an up-slot between columns $c$ and $c+1$, then there is a down-slot between columns $c+1$ and $c+2$, and vice versa.

We now show how to modify our layout from Lemma 4.1 for melding two butterfly
permutations $\mathcal{B}_{\ell, 1}$ with smallest number of rows possible. We retain all the straight connections and all the jogs as they are except the jogs on rows 0 and $2 L$, which are modified to include several turns. The jog in row $2 L$ goes through $(2 L, 1),(2 L, 2),\left(r_{2}, 2\right),\left(r_{2}, 3\right),(2 L, 3),(2 L, 4)$, $\left(r_{4}, 4\right), \ldots$ etc., where $\left(r_{2}, 2\right):\left(r_{2}, 3\right),\left(r_{4}, 4\right):$ $\left(r_{4}, 5\right), \ldots$ are up-slots. The jog in row 0 goes through $\quad(0,0),(0,1),\left(r_{1}, 1\right),\left(r_{1}, 2\right),(0,2),(0,3)$, $\left(r_{3}, 3\right),\left(r_{3}, 4\right),(0,4), \ldots$ etc., where $\left(r_{1}, 1\right)$ : $\left(r_{1}, 2\right),\left(r_{3}, 3\right):\left(r_{3}, 4\right), \ldots$ are down-slots. We concatenate $N /(2 L)$ copies of the butterfly of $L$ input nodes.

The $i$ th such butterfly, $0 \leq i \leq N /(2 L)-1$ uses input lines from $2 i L$ to $2(i+1) L$ (there are $2 L+1$ lines for each) using the modified construction above from Lemma 4.1. In all, the total number of rows is $N+1$. Notice that successive copies of the butterfly from Lemma 4.1 in the layout above share a common row, that is, the bottommost line in the upper butterfly and the topmost line of the lower butterfly share the same row. This causes no problems since our modified construction guarantees that these two lines have no common row portions because of the alternating property of up- and down-slots from Lemma 4.3.

Theorem 4.4 There exists a layout of the bitonic sorter that uses an area of at most $3 N^{2}+$ $O(N)$.

Proof. The layout of the complete bitonic sorter $\mathcal{B} \mathcal{T S}_{n}$ uses bitonic mergers $\mathcal{B} \mathcal{T}_{n}, \ldots, \mathcal{B} \mathcal{T}_{1}$. The merger $\mathcal{B} T_{\ell}$ uses one layer of comparators followed by two $\mathcal{B} \mathcal{T}_{\ell-1}$ mergers. In $\mathcal{B} \mathcal{T}_{\ell}$, the wiring between the input nodes and the first layer of comparators is precisely the butterfly $\mathcal{B}_{\ell}$. The wiring between the first layer of comparators of $\mathcal{B} \mathcal{T}_{\ell}$ and the two $\mathcal{B} T_{\ell-1}$ mergers is realized
as a butterfly permutation $\mathcal{B}_{\ell, 2}$, which concatenates a $\mathcal{B}_{\ell}$ butterfly to two $\mathcal{B}_{\ell-1}$ butterflies as in Lemma 4.1. Hence, altogether, the bitonic merger $\mathcal{B} \mathcal{T}_{\ell+1}$ uses $L+2 L-1$ columns for $L=2^{\ell}$. This implies that the total number of columns $\mathcal{B} \mathcal{T S}_{n}$ uses is $3 N+O(1)$ and the total area it requires is $3 N^{2}+O(N)$.

The construction in Theorem 4.4 has the drawback that the number of knock-knees along some connections may be large. In each of the layouts of the butterfly permutations, all connections with the exception of the topmost and the bottommost ones have either two knock-knees, or no knock-knees at all. Now we show how to modify that construction so that each connection has about the same (small bounded) number of knock-knees.

Lemma 4.5 The butterfly permutations $\mathcal{B}_{\ell, 1}$, and $\mathcal{B}_{\ell, 2}$ with $L=2^{\ell}$ input and output nodes (hence, $2 L$ input and output lines) have a layout on the grid in which each input-to-output connection involves a constant number of knock-knees; the number of rows is $2 L+1$ and the number of columns is L. These layouts are meldable in the sense that any $k$ such layouts can be concatenated on the same set of columns by only using $2 k L+1$ rows .

Proof. (Sketch) To obtain the layout of the butterfly permutation $\mathcal{B}_{\ell, 1}$, we begin with the layout in Lemma 4.1 without the modifications done in the melding step, and borrow notation and definitions from there. So our starting point is as shown in Figure 8 for $\ell=4$. We divide the layout into two halves, top and bottom, Furthermore we divide each half into two quarters, left and right.

We first describe our construction for the topleft quarter, and then show that the construction
for each of the quarters can be performed independently, resulting in an implementation of the circuit with a constant number of knock-knees per connection.

Our construction relies on iterative application of a row-exchange operation, defined as follows. The up-slots of the top-left quarter of the layout in Lemma 4.1 from left to right have decreasing row indices. Specifically, they are at positions ( $L-2,1$ ) : $(L-2,2),(L-6,3)$ : $(L-6,4), \ldots,(L-(4 i+2), 2 i+1):(L-(4 i+$ 2), $2 i+2), \ldots,(2, L / 2-1):(2, L / 2)$.

Consider the bottommost (hence leftmost) upslot $(L-2,1):(L-2,2)$, and the topmost (hence rightmost) up-slot $(2, L / 2-1):(2, L / 2)$. We use these up-slots to exchange the row of the ceiling connection with the row of the down-jog of the topmost up-slot. This is done as follows: Wc first move the straight row segment of the ceiling connection between $(0,1)$ and $(0, L / 2)$ to $(2,1)$ and $(2, L / 2)$ and connect the locations $(0,1)$ and $(2,1)$, and the locations ( $0, L / 2$ ), and ( $2, L / 2$ ) by two column segments. Simultaneously, we move the straight row segment of the down-jog of the topmost up-slot between ( 2,2 ) and ( $2, L / 2-1$ ) to $(0,2)$ and $(0, L / 2-1)$ and connect the locations ( $2, L / 2-1$ ) and ( $0, L / 2-1$ ) by a column segment.
Note that we cannot connect the locations $(2,2)$ and $(2,0)$ by a column segment to avoid column conflicts. Hence we move the straight row segment of the down-jog of the topmost upslot between $(2,1)$ and $(2,2)$ to the row of the bottommost up-slot: $(L-2,1):(L-2: 2)$, and connect the locations ( $L-2,1$ ) and $(2,1)$ and the locations ( $L-2,2$ ) and ( 2,2 ) by two column segments. Figure 10 demonstrates how a rowexchange operation is performed.

This completes the row-exchange operation between the ceiling connection and the row segment of the down-jog of the topmost up-jog.

Note that as a result of such an exchange both the topmost and the bottommost up-slot are moved to row 0 .

We iteratively apply the same operation to move the new ceiling connection to another row. Once a ceiling connection is moved, it is never exchanged again. The knock-knees incurred during this operation will be only constant in number per connection as they are generated during the row-exchange operations which are performed at most twice per connection.

Note that the row-exchange operations in all four quarters are performed independent of each other. Moreover, the columns of the up-slots and the down-slots are preserved. Hence two or more butterflies can be melded as in Lemma 4.3 with only a constant number of knock-knees per connection.

The layout for butterfly permutation $\mathcal{B}_{\ell, 2}$ can be constructed in a similar fashion. We leave the details of this construction to the full paper.
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Figure 2: The array net


Figure 3: The array net with flip-wiring


(a)

(c)

Figure 4: The sorting net for flip-bitonic input vectors


BT3
Figure 6: The recursive construction of the bitonic merger networks with 2,4 , and 8 input and output lines.


Figure 5: The sorting net for input vectors of length 16


Figure 7: The two types of jogs: the down-jog and the up-jog.


Figure 8: The jog-only implementation of the butterfly with 16 input (output) nodes. The dashed rectangles demonstrate the notions of quarters and slots in the layout.


Figure 9: (a) Butterfly with 8 input (output) nodes, 16 input (output) lines. (b) The input and output line assignments on the grid leading to the jog-only implementation. (c) The jog-only implementation after the column assignments to the jogs, (d) The meldable implementation with non-constant knock-knees per connection.


Figure 10: (a) The top-left quarter of the jogonly implementation of a 16 input (output) node butterfly. (b) The row-exchange operation between the ceiling connection (thick line) with the straight row comnection of the down-jog of the topmost up-slot. (c) The complete implementation with constant knock-knees per connection.


[^0]:    *Batcher called a real vector bitonic if it is first nonde-

